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Studying spin-glass physics through analyzing their ground-state properties has a long history. Although
there exist polynomial-time algorithms for the two-dimensional planar case, where the problem of finding
ground states is transformed to a minimum-weight perfect matching problem, the reachable system sizes have
been limited both by the needed CPU time and by memory requirements. In this work, we present an algorithm
for the calculation of exact ground states for two-dimensional Ising spin glasses with free boundary conditions
in at least one direction. The algorithmic foundations of the method date back to the work of Kasteleyn from
the 1960s for computing the complete partition function of the Ising model. Using Kasteleyn cities, we
calculate exact ground states for huge two-dimensional planar Ising spin-glass lattices (up to 3000> spins)
within reasonable time. According to our knowledge, these are the largest sizes currently available. Kasteleyn
cities were recently also used by Thomas and Middleton in the context of extended ground states on the torus.
Moreover, they show that the method can also be used for computing ground states of planar graphs. Further-
more, we point out that the correctness of heuristically computed ground states can easily be verified. Finally,

we evaluate the solution quality of heuristic variants of the L. Bieche et al. approach.
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I. INTRODUCTION

The determination of spin-glass ground states has raised
the interest of both physicists and computer scientists. For an
introduction we refer to [1-3]. On the one hand, an analysis
of the ground-state properties sheds light on the ruling phys-
ics of the system. On the other hand, several different algo-
rithms have been developed and used for the ground-state
determination of different models.

For the two-dimensional Edwards-Anderson model (EA)
[4] with free boundaries in at least one direction, ground
states can be determined exactly with fast algorithms. In fact,
the problem is solvable in time bounded by a polynomial in
the size of the input. The latter can be achieved by a trans-
formation to a well-known graph theoretical problem—the
minimum-weight matching problem, for which efficient
implementations exist. For general nonplanar or three- or
higher-dimensional lattices, however, calculating exact
ground states is nondeterministic polynomial-time hard (NP
hard) [5]. Loosely speaking, this means we cannot expect to
be able to design a polynomial-time solution algorithm. In
practice, one can use, e.g. branch-and-cut algorithms [6].

In this work, we focus on the polynomially solvable case
of two-dimensional lattices with free boundaries in at least
one direction. We first review and compare the main known
approaches which are those of Bieche er al. [7] and of Bara-
hona [8,9]. Then we present the approach inspired by Kaste-
leyn [10]. All methods basically follow the same idea: An
associated graph is constructed in which a minimum-weight
perfect matching is determined that is used to construct an
exact ground state. Differences occur in the constructed as-
sociated graph. It turns out that the approach inspired by
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Kasteleyn is the most favorable. In fact, using the latter
method, we can determine exact ground states for lattice
sizes up to 30002, while the possible sizes computed earlier
with heuristic variants of the approach of Bieche et al. [7]
were considerably smaller. In a forthcoming article [11], we
will analyze the physics of the system. Kasteleyn cities were
recently also used by Thomas and Middleton [12]. While
focusing on extended ground states on the torus, they show
that the Kasteleyn-city approach can be successfully used in
the planar case, too. Furthermore, they compared their imple-
mentation with an implementation of Barahona’s method. It
turned out that the approach with Kasteleyn cities is less
memory consumptive and faster. Apart from this recent
work, we are not aware of other computational studies using
Barahona’s method.

We show how to either prove correctness of heuristically
determined ground states or how to correct them using linear
programming. Despite the fact that this is fast, it is still ad-
vantageous to use the method based on Kasteleyn cities. Fi-
nally, we evaluate the quality of the solutions generated with
heuristic variants of the Bieche et al. [7] approach.

The outline of the article is as follows. In Sec. II, we
introduce the model. In Sec. III we introduce definitions nec-
essary for the literature review in Sec. IV. Finally, we report
the results in Sec. V.

II. THE MODEL

In the Edwards-Anderson model N spins are placed on a
lattice. We focus on quadratic (N=L?) lattices with free
boundary conditions in at least one direction. Toric boundary
conditions may be applied to at most one lattice axis. The
Hamiltonian of the system is

H=-2 1SS, (1)
(i)

where the sum runs over all nearest-neighbor sites. Each spin
S; is a dynamical variable which has two allowed states, +1
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and —1. The coupling strengths J;; between spins i and j are
independent identically distributed random variables follow-
ing some probability distribution. The concentration of anti-
ferromagnetic (J/;;<<0) and ferromagnetic bonds (J;;>0) de-
pends on the underlying distribution. The Gaussian and the
bimodal */ distributions are often used. A spin configuration
attaining the global minimum of the energy function H is
called a ground state.

III. PRELIMINARIES

In this section, we briefly summarize some basic defini-
tions from graph theory. For further details, we refer to
[13—15] and the references therein. We associate a spin-glass
instance with a graph G=(V,E) with vertices V (spin sites)
and edges E (bonds). The edge set consists of unordered
pairs (i,j), with i,jeV. More specifically, for two-
dimensional K X L lattices with free boundaries, the graph is
called a grid graph and is denoted by G ;. In case periodic
boundaries are present in one direction, we call the graph a
half-torus or a ring. The degree deg(v) of a vertex v is the
number of edges (v,w;) € E incident at v. A path, =
=vy,Us,...,U;,0; € V, is a sequence of vertices such that
(v1,03),(32,03),...,(v4_1,v) are edges of G and the v; are
distinct. A closed path m=v;,v,,...,0;,0; is a cycle.

In many applications a rational cost or a weight w(e) is
associated with an edge e. Let G=(V,E) be a weighted
graph. For each (possibly empty) subset Q CV, a cur 8(Q) in
G is the set of all edges with one vertex in Q and the other in
VAQ. The weight of a cut is given by w(8Q))
=2 ) e sioW(e). A minimum cut (MINCUT) asks for a cut
&(Q) with minimum weight among all vertex sets Q C V. Let
K, denote the complete graph with n vertices and edge set
E=VXV. A subgraph of G is a graph Gy such that every
vertex of Gy is a vertex of G, and every edge of Gy is an
edge in G also. G=(V,E) is called Eulerian if and only if
each vertex of G has even degree. A graph G is planar if it
can be drawn in the plane in such a way that no two edges
meet each other except at a vertex. Any such drawing is
called a planar drawing. Any planar drawing of a graph G
divides the plane into regions, called faces. One of these
faces is unbounded, and called the outer face or unbounded
face. A geometric dual graph [16] G, of a connected planar
graph G is a graph G, with the property that it has a vertex
for each face of G and an edge for each edge touching two
neighboring faces in G.

A matching in a graph G=(V,E) is a set of edges MCE
such that no vertex of G is incident with more than one edge
in M. A matching M is perfect if every vertex is incident to
an edge in the matching. A maximum matching is a matching
of maximum weight w(M)=2,_,w(e). Solving the perfect
matching problem on general graphs in time bounded by a
polynomial in the size of the input remained an elusive goal
for a long time until Edmonds [17,18] gave the first
polynomial-time algorithm—the blossom algorithm. More
details about matching theory can be found in [19].

IV. REVIEW OF THE KNOWN ALGORITHMIC
APPROACHES

Bieche et al. [7] showed that the problem of finding a
ground state for two-dimensional planar Ising spin glasses
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FIG. 1. (Color online) G44 grid graph. Dashed lines indicate
negative edge weights.

can be transformed to a well-known graph theoretical
problem—the minimum-weight perfect matching problem
(MWPM) on general graphs. The method follows the scheme
shown in algorithm 1 in which an optimum matching is used
to construct a spin configuration minimizing the total energy.

Most commonly used exact methods, such as the ap-
proaches of Bieche et al. [7] and Barahona [8,9], follow this
scheme. In the following, we briefly summarize these two
methods. Afterwards, we present a method following the
construction introduced by Kasteleyn [10]. More details can
be found in the recent tutorial [1] on algorithms for comput-
ing ground states in two-dimensional Ising spin glasses.

A. Review of exact methods
1. The approach of Bieche et al.

Bieche et al. [7] consider the weighted grid graph
Gk =(V,E) where each vertex i € V is assigned an initial
spin value "=+ 1. Each edge e=(i,j) receives a weight
w(e)z—]ijS?S?, cf. Fig. 1. Often, the trivial configuration
S’=+1V S,,ie Vis used.

An instance cannot only be described in terms of spins
and bonds, but also by frustrated plaquettes and paths of
broken edges. Plaquettes consist of the four cycles in the
graph. An edge is said to be satisfied if it attains its minimal
weight (—JijS?S?=—|Jl-j ), otherwise it is called unsatisfied. A
plaquette is frustrated if there is no spin configuration satis-
fying all edges. In this case the plaquette has an odd number
of negative edges. For the remainder let F be the set of
frustrated plaquettes in G ; and P the set of all plaquettes in
Gk

Bieche et al. [7] identify the frustrated plaquettes
as vertices of a graph, Gp=(F,Ep) with F={f|f
is a frustrated plaquette in G} and Ep=F X F. Each edge e
=(f;.fj) € Ep is assigned a weight w(e) equal to the sum of
the absolute weights of the edges in Gk, crossed by a mini-
mum path connecting f; with f;. Figure 2 shows the under-
lying dual graph and Fig. 3 shows the graph G for the grid
graph of Fig. 1.

056705-2



EXACT GROUND STATES OF LARGE TWO-DIMENSIONAL...

®
)
N\
)
W/

O O O O
@ ®
O O O O

)
W/

FIG. 2. Geometric dual graph G, of the grid graph G, 4 shown
in Fig. 1 which is seen translucent. Dark gray vertices represent
frustrated plaquettes (assuming the trivial configuration S°
={+1|V ieV}), and light gray vertices are unfrustrated plaquettes.

It is easy to see that minimizing the sum of the weights of
unsatisfied edges connecting frustrated plaquettes yields a
spin configuration of minimum energy. The latter is achieved
by determining a minimum-weight perfect matching in Gp.
Finding a ground state is thus reduced to finding a minimum-
weight perfect matching M of the graph G, and its energy is
given as

H=—EfijSiSj=—E|Jij|+2 E |Jij

(i.j) (i) unsatisfied edges

(i.j)

For a detailed description of this method we refer to [1].

2. Limits of Bieche’s approach

The approach of Bieche et al. [7] is simple and intuitive,
but comprised two major practical obstacles. First of all, in
order to obtain the dual edge weights, one has to calculate
the shortest paths in Gp between all pairs of vertices. Al-
though this can be done in time and space bounded by a
polynomial in the size of the input, the calculations can take
long in practice or require a large amount of memory.

W

FIG. 3. Graph Gy of the grid graph shown in Fig. 1. Continuous
edges indicate distance 2 between vertices, and dotted edges indi-
cate distance 1.
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Equipped with the weights, one can construct the complete
graph G of frustrated plaquettes. Treatable system sizes are
practically limited by the number of edges present in Gp.
Assuming 32 bits for representing an edge, one needs nearly
4 gigabytes (GB) of memory just for representing Ey for a
300X 300 grid graph, assuming 50% of the plaquettes are
frustrated. For a 400X400 grid graph, almost 12 GB of
memory are necessary, which goes beyond the hardware re-
sources available in ordinary modern computers.

3. Simple improvement for +J-distributed samples

For £J distributed instances, one can obtain the length of
the shortest paths directly without shortest paths calculations.
For this, we project the geometric dual graph G, on the
plane so that each vertex v is provided with definite coordi-
nates (x,,y,) preserving the distance function using rectilin-
ear edges. Different vertices are assigned to different coordi-
nates. Then the length of paths between i and j, =
=(x;,7), 01,04, ...,0,,(x;,y)  [with  o=(x,y)=1e V]
traversing only through the grid graph Gy ; without
crossing its border, is given as the Manhattan distance
c=|x;—xj|+|y;—y;|. This value is to be compared with the
length of the path passing through the outer face
0, T,=(X;,y1), 01, ..., 04,0, 0441, ... ,0,,(x;,y;). The weight
of this path is given as c¢,=min{x;,y;,,K—x;,L—y;}
+min{x;,y;,K—x;,L—y;}. The shortest path from i to j is the
shorter of the 2. In a half-torus graph, analogous calculations
can be performed.

4. The approach of Barahona

Barahona [8,9] constructs the geometric dual graph
that contains a vertex for each plaquette and edges in case
the corresponding two plaquettes share an edge. Here the
outer face is also interpreted as a plaquette. In formulas,
Gp=(P,Ep) of Gg;, where P={p|pis a plaquette in
Gy 1y U{o|o is the outer face plaquette} and Ep={e
=(p;.p)|V pi.pje P.p;Np;# @}. Each dual edge is as-
signed a weight according to the absolute weight of the edge
in Gg, crossed by the dual edge. Vertices p; € P are called
odd if they represent a frustrated plaquette, otherwise even.

Subsequently, the graph Gy, is transformed into a graph
G*. In order to do this, first every vertex p,e P with
deg(p;) >3 is expanded to [deg(p;)—2] copies of degree 3.
Any even vertex remains even, expanding an odd vertex
makes one of its copies (arbitrarily) odd and the others even.
From now on, one works with vertices of degree 3 only.
Next, each vertex is transformed to a K3 subgraph: Each
edge incident to an even vertex is replaced by an intermedi-
ate vertex and two edges. At most two new vertices are in-
serted for each edge connecting two even vertices. Original
edges keep their weight, new edges obtain weight zero. For
the details, we refer to [8,9].

On G* a MWPM is computed. Any even vertex has an
even number (including zero) of “outgoing” matching edges,
however, any odd vertex has an odd count of those edges.
After the matching is calculated, the afore expanded vertices
are shrunken, and the remaining matching edges raise short-
est paths connecting frustrated plaquettes. As the total length
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of the induced paths is minimal among all possible paths, the
induced set of unsatisfied edges has minimum weight. Fol-
lowing Bieche, this corresponds to a configuration of mini-
mum weight [7].

5. Evaluation of Barahona’s approach

Barahona’s transformation consists of two steps and is a
bit more involved than the method of Bieche et al. [7]. For a
quadratic L X L grid graph with free boundary conditions, G*
has |V*|=12(L-1)[(L-1)+2]-12-b,,, many vertices,
where b,,,=3[{odd vertices}| is the number of odd vertices
in the graph Gp. The graph G* is sparse as each vertex in
G* has degree 3, |E*|=3|V*|. Assuming 50% frustrated
plaquettes, the number of vertices increases approximately
by a factor of 10. Given that for bigger lattices this transfor-
mation needs less space than the one by Bieche et al. [7], it
is preferable to the former. However, in the next section we
describe a method that works with an even smaller graph.

6. The new approach—Following in Kasteleyn’s footsteps

In this section, we follow an idea first described by Kaste-
leyn [10,20] and Fisher [21]. In these works, the goal was to
calculate the configurational partition function for dimer cov-
erings on a lattice. The authors exploited that the calculation
of the partition function of the Ising model can be reduced to
the number of ways in which a given number of edges can be
selected to form closed polygons [22], i.e., a polygon con-
figuration such that each lattice vertex has even degree of
selected incident polygon edges. The latter can be computed
as follows. First, one constructs a so-called cluster lattice
graph which is generated by replacing each vertex of the
lattice by a Kasteleyn city (a K, subgraph). Now the ex-
panded graph is oriented such that the associated skew-
symmetric matrix D shows the property that [Pf(D)|, where
Pf(D) denotes the Pfaffian of the skew-symmetric matrix,
gives the number of dimer coverings. As there is a one-to-
one correspondence between the number of polygon configu-
rations and the number of dimer coverings, this method
yields the generating function for polygon configurations and
therefore the generating function for the Ising model.

Thomas and Middleton used Kasteleyn cities for calculat-
ing extended ground states on the torus in order to gain rel-
evant information about the physics of spin glasses on toroi-
dal lattices. Furthermore, they point out that the method
yields an exact ground-state algorithm on planar lattices.

A closely related approach was used later by Galluccio et
al. to design an exact algorithm for the computation of the
partition function for the Ising problem that runs in polyno-
mial time for several models of interest [23-25], e.g., for
two-dimensional toroidal lattices with *=J distribution.

Here, we focus on planar grid graphs. The distribution of
the edge weights is arbitrary. G ; is transformed into a
pseudodual graph Gk, as shown in Fig. 4. For simplicity, we
confine ourselves to quadratic grid graphs in the following,
however all results can be easily transformed to general grid
graphs.

Formally, first the geometric dual of the grid graph G,
is constructed, then the outer face vertex is expanded into
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FIG. 4. Expanded dual graph G, for the grid graph G, 4.

2L+1 (L in the half-torus case) copies, such that the resulting
graph is an intermediate grid graph G,y ;. (G ). The
edge weights of G, 7, are set to the weights of the edges
of G, that are crossed by the edges of G, ;. Edges that
do not cross any other edge obtain weight zero. Next, each
vertex of Gy, 4+ 1S expanded to a K, subgraph. Again,
newly constructed edges receive weight zero.

The transformation for the half-torus graph is done simi-
larly, but the intermediate graph is a grid-half-torus graph
Gy 41 which is a grid with L—1 additional edges. Edge
weights are set as just described. Finally, all vertices are
expanded to a K, subgraph as before. We denote by G, the
intermediate graph either for the underlying grid or half-
torus graph.

On the transformed graph GK4 we calculate a minimum-
weight perfect matching M.

The next step is to shrink all the K, subgraphs back, re-
sulting in the graph G,,,,. Also all copies of the outer face
vertex are shrunken. Dealing again with the geometric dual
graph of Gy ;, we take the subgraph Gs=(Q,8(Q)) of the
geometric dual graph that consists only of dual edges that
were matched, and all dual vertices with degree greater than
zero restricted to matched edges. This subgraph Gy is an
Eulerian graph as each dual vertex is incident to an even
number of matching edges. It is well known that there exists
a one-to-one correspondence between Eulerian subgraphs in
the dual graph and cuts in the original graph. So, Q defines a
cut 8(Q) in the graph Gy ;, cf. Fig. 5.

In order to show the correctness of the transformation, we
exploit that each ground state corresponds exactly to a MIN-
CUT &(Q) in the grid graph G, ;. A cut separates the vertex
set into two disjoint sets W and VAW. Vertices in the same
partition are assigned the same spin value. Cut edges are
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FIG. 5. (Color online) Backward transformation. A matching
(thick lines) in G, induces a Eulerian subgraph in G and therefore
a cut in the grid or half-torus graph. The vertex partition consists of
the vertices with spin value +1 (+) in one partition and those with
spin value —1 (=) in the other.

those connecting a pair of vertices with different spin values.
The Hamiltonian can be stated as

H=_EJijSiSj=_EJij+2W(6(Q))~ (2)
(i.j) (ij)
We show that the edge set determined with the method
described above corresponds to a minimum cut,

> w@ 2 wie)=w(dQ)).

éeENM w(e)=w(e) eec Q)

w(M) =

As w(M) is the weight of a minimum-weight perfect
matching, the weight of the subgraph Gy is minimum, and
thus also the weight of the cut &Q).
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As Kasteleyn’s original method yields the complete parti-
tion function, one might ask why the algorithm was modified
so that only the ground state is determined. The reason for
this is twofold. First of all, minimum-weight perfect match-
ings can be computed in graphs with over 10° vertices, pro-
vided they are sparse, which allows us to go to very large
system sizes. Furthermore, the partition function does not
encode the ground-state configuration itself but only its en-

ergy.

7. Advantages of the approach

The method is intuitive and its implementation is straight-
forward. We present some computational results in Sec. V.
For a quadratic L, XL, grid graph G, ; we construct a
graph GLl L with |VL1 L‘|_4(L1+1)(L1+1) vertices and
2|VL1 L'|—4(L1+1) edges For an L, XL, ring graph G,
the construction yields a graph Gy 2L2 with |VL2 b= 4L2(L2
+1) vertices and 2|VL2 b _21,-4 edges In any case, the
resulting graphs are very sparse. More specifically, let us
compare for an L X L grid the sizes of the graphs in which a
minimum-weight perfect matching is computed. Assuming
that around 50% of the original plaquettes are frustrated, the
graph based on Kasteleyn cities contains only about one third
of the number of vertices and one fourth of the number of
edges contained in the graph constructed with Barahona’s
method.

As the running time of the matching algorithm scales with
the number of vertices and edges in the graph, the Kasteleyn
construction is preferable to both the Bieche er al. [7] and the
Barahona construction.

B. Computing domain walls

For the computation of domain walls, we follow the usual
approach [26-28]. A ground state of the system is calculated,
having energy E. To introduce a domain wall, the system is
then usually perturbed by flipping all couplings along a row
or a column in the lattice. The ground state for this system is
calculated, having energy E;“". The domain-wall energy for
a given sample is then given by AE=|EL""—E,|. We proceed
as described in [29,30], by first determining a ground state of
an EA spin glass with periodic boundary conditions in one
direction, say along the x axis. Then the signs of L edges in
one column along the y axis are flipped. The symmetric dif-
ference of these ground states yields a domain wall.

With the help of linear programming [31,32], one does
not need to calculate the second ground state from scratch
but can flip the weight of the specific L edges one by one,
each followed by a reoptimization step. It is also possible to
flip all signs at the same time and do a global reoptimization
step. However, in practice for *1 distributed weights it often
does not pay off to do the reoptimization steps, and so we
calculate both ground states from scratch.

C. Modified approach of Bieche et al.:
Review of a heuristic method

As argued above, the original approach of Bieche et al.
[7] suffers from extensive memory usage. In order to over-
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TABLE I. Running times and number of computed samples for different spin-glass instance sizes with
free boundary conditions and *1 distributed couplings (p=0.5).

Lgyiq Average time Minimum time Maximum time No. samples
100 0.67 (+0.00) 0.12 3.47 50925
150 2.03 (+0.01) 0.31 16.80 29750
250 9.70 (+0.03) 1.04 121.18 36800
500 109.62 (+0.79) 5.79 1406.24 20867
700 323.19 (+4.54) 18.96 5233.04 5499

1000 1200.33 (*£17.60) 59.49 9717.01 3483
1500 5280.29 (£111.79) 288.58 58036.33 2330
2000 14524.34 (£503.69) 701.16 117313.32 942
3000 61166.70 (+4920.19) 3017.97 316581.15 157

come these limits, some modifications have been proposed
that yield heuristic methods for low-energy states that are
however not necessarily exact ground states. In these heuris-

tics, a reduced graph C~},Ed is used instead of a complete one.

An approach often used is to introduce in éred, only those
edges with weight less than or equal to a fixed value ¢,
(often ¢pax=cJmax 18 chosen, with ¢=4,5,6). For continuous
spin systems, Weigel [33] recently suggested to introduce for
each vertex only the k lightest edges. He used this cutoff rule
successfully for a matching routine embedded in a genetic
algorithm.

The reasoning behind this is that “heavy”-weighted edges
are rarely contained in an optimum solution. This can be
assumed to be true for, e.g., =1 distributed couplings and
50% negative weights, for which very often true ground
states are reached in practice.

Using the reduced graph éred, Hartmann and Young de-
termined high-quality heuristic ground states for L XL lat-
tices with *1 distribution. They could go up to L=<480 [30].
Also using the heuristic variant based on the approach of
Bieche er al. [7], Palmer and Adler report results for L
<1801 with the choice of ¢y =6Jmax [34].

For different, especially smaller, percentage of negative
weights, the quality of the heuristic decreases. This can be
understood as follows. An edge (u,v) in the transformed
graph is assigned a weight that equals the sum of the abso-
lute weights of the edges in Gk ; crossed by a minimum path
connecting u# and v. u and v correspond to a pair of frustrated
plaquettes. The latter can be assumed to be spread all over
the system. In the case of small p, the total number of frus-
trated plaquettes is small. Therefore, the weight of a mini-
mum path connecting a pair of them can become large which
can cause a heuristic with a limited value of ¢, to fail.

Furthermore, for a different distribution of the couplings,
e.g., Gaussian couplings, this heuristic variant has to be used
carefully, as good values for c,,,, are not evident. Certainly,
removing heavy weighted edges will result in reduced
graphs, but it is not clear beforehand which weights should
be considered heavy. Applying different cutoff rules, e.g.,
vertex-degree constraints, might be helpful as they were al-
ready used for thinning graphs, but suitable cutoff values
depend still on the underlying distribution of the couplings.

An experimental evaluation will be given in Sec. V.

In the next section, we describe how the correctness of
heuristic ground states can be verified using linear program-
ming.

1. Checking whether a spin configuration
actually defines a ground state

Suppose we have a spin configuration at hand that has
been computed by determining an optimum matching on the
graph only containing “light” edges and we want to test
whether it is a correct ground state.

First, we compute an optimum matching on the same re-
duced graph. In so-called pricing steps, we determine
whether yet neglected edges exist that need to be taken into
account in order to ensure correctness. In case such an edge
is reported by pricing, it is introduced in the reduced graph.
The process is iterated until no edge is returned any more.
Pricing is a general feature in linear programming and com-
binatorial optimization. For more details, we refer to
[31,32,35].

Pricing steps can be performed with Cook and Rohe’s
state-of-the-art Blossom IV code [36] by implementing small
modifications. We give some computational results in Sec. V.

V. COMPUTATIONAL RESULTS

The method proposed in Sec. IV A 6 can be used for any
distribution of the couplings. Here, we focus on *1 distrib-
uted instances. The concentration p of antiferromagnetic
bonds was set to 0.5. For the computations we used Intel
Xeon CPU with 2.3 GHz and AMD Opteron Processor 248
with 2.2 GHz, each with less than 16 GB random access
memory (RAM). The largest instances L> 1500 were done
on Xeon processors with 16 GB RAM. The physics analysis
done with our method will be presented in a forthcoming
article [11].

Running times for different sizes of grid graphs (K=L
=100, 150, 250, 500, 700, 1000, 2000, and 3000) together
with the number of computed samples, are shown in Table 1.
For smaller grids with L=<500, we computed between 2
X 10° and 5 X 10° instances per size. For medium sized lat-
tices 700=<L=<1500, we ran several thousand samples for
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TABLE II. Running times and number of computed samples for
different spin-glass instance sizes with periodic boundary condition
in one direction and *1 distributed couplings (p=0.5).

Average Minimum Maximum
Lying time time time No. samples
400 36.00 (x1.19) 3.27 712.67 1400
500 88.31  (x2.91) 5.65 1239.81 1900
700 31938 (*£3.53) 17.46  12712.34 15847
1000 1129.03 (*=27.20) 49.87 18577.58 3000

each size, whereas for the largest systems of 30007 spins we
generated results for 157 samples. Lattices with L <500 can
be computed within less than 2 minutes on average, whereas
one ground-state determination for the biggest size requires
on average 24 h CPU time on a single processor. Results of
samples for spin glasses with periodic boundary conditions
in one direction are presented in Table II. The running times
given in Tables I and II scale with L) for L XL spin
glasses. In total we invested about 600 CPU days for our
experiments.

It turns out that free boundary samples are computation-
ally a bit more demanding than samples with periodic bound-
aries in one direction because the intermediate graphs G,
are larger. For other concentrations of antiferromagnetic
bonds the presented data (running times, memory usage, etc.)
are comparable, as our method, unlike the method of Bieche
et al. [7], does not depend on the concentration of antiferro-
magnetic bonds but only on the grid-graph size KL.

Table III reflects the average over the maximal memory
usage needed in the ground-state calculations. The memory
usage roughly scales with L' for Ising spin glasses with free
boundary conditions and with L'® for Ising spin glasses with
periodic boundaries in one direction. Both from the CPU
time and from the necessary memory we conclude that the
method is very fast. It needs considerably less memory than
the commonly used method of Bieche et al. [7], which in its
heuristic variant allows one to treat only smaller system sizes
than reported here. However, we also note that a good statis-
tics for system sizes beyond 3000> would currently be hard
to reach.

TABLE IIl. Memory usage for different (=1, p=0.5) sample
sizes.

Levia @ memory Lying @ memory

100 158.7 MB
150 158.8 MB
250 163.4 MB

400 245.6 MB

500 332.5 MB 500 321.6 MB

700 572.7 MB 700 544.6 MB

1000 994.6 MB 1000 993.7 MB
1500 2.052 GB
2000 3.568 GB
3000 7.832 GB
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A. Heuristic ground states and their correction

In this section, we explore the quality of the heuristic
ground-state calculation using the method of Bieche er al. [7]
for two-dimensional *J Ising spin glasses with free bound-
ary conditions. Within this we use the verification technique
explained in Sec. IV C.

We consider planar LX L lattices with L=164 and *1
distributed couplings. First we study these lattices with a
concentration p=0.5 of antiferromagnetic bonds. It turns out
that out of 9912 computed samples, 9 (0.091%) were wrong
when using ¢,.x=4. Thomas and Middleton [12] stated 1.5%
inexact solutions on toric samples with L<128 and c¢
=8J .- We conclude that in practice the heuristic almost
always returns true ground states if c¢,,, and p are suitably
chosen.

The overall average running time was 45.26 sec, compar-
ing an average of 82.97 sec when pricing was necessary with
45.23 sec without pricing. In our tests, one pricing step was
always sufficient to correct a wrong ground state. Using the
Kasteleyn approach, a ground state computation takes on av-
erage only around 1 sec for this lattice size (on Xeon proces-
sors), as can be seen in Table IV.

In order to assess the influence of the cutoff parameter
Cmax ON the number of wrong results and the time to correct
them, we varied p and c,, for the £1 164X 164 lattices
(using the AMD Opteron processors). In Table V we show
results, always averaged over 100 instances.

Several conclusions can be drawn from this experiment.
First, small values of c¢,, lead to many wrong results. For
example, for c¢,,=3 up to 100% of the results were wrong,
and the solutions have to be handled with care. Then, the
quality of the heuristic increases with increasing c,,,c. For
large enough value, the solutions are very often correct and
only need a verification step in order to prove their correct-
ness.

Apart from this trend, the results suggest that the quality
of the results highly depends on the chosen combination of
Cmax and p. Clearly, for small percentage p one has to choose
a higher cutoff value c,, in order to generate high-quality
solutions. For example, for c,,,=3, all 100 results were
wrong when the percentage of negative edges was chosen as
p=0.1, whereas 39 results were wrong for p=0.5. This can
also be seen by looking at different c,,,, values but fixed p
values. For ¢, =<6 and p=0.1 always at least one percent is
wrong. This means that especially for smaller values of p,
one has to make sure that the cutoff value is chosen big
enough. The reason for this behavior is that the weight of a
minimum path connecting a pair of frustrated plaquettes can
become large for small p. Therefore, the minimum-weighted
perfect matching might contain heavy edges. ¢, has to be
chosen large enough in order to ensure that these heavy
edges are contained in the reduced graph. As argued before,
the necessity of having to choose high cutoff values can lead
to memory problems as the edge density of the generated
reduced graphs increases. These difficulties can be avoided
by using the approach based on Kasteleyn cities.

From Table V we see that pricing takes only negligible
running time. As a conclusion, if the Bieche et al. [7] algo-
rithm is used to determine ground-state properties, it is ad-
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TABLE IV. Average running times (in sec) over 10.000 instances, using the method based on Kasteleyn
cities on =1 164 X 164 grids with various concentration of antiferromagnetic bonds.

% [w(e) <0]

vl 10 20 30 40 50

1647 0.92 (%=0.005) 1.28 (£0.005) 1.32 (+£0.007) 1.17 (£0.007) 1.11 (£0.009)

TABLE V. Different c,,,, values used within the heuristic version of the Bieche er al. approach for each
1001 164 X 164 grid graphs with various concentration of antiferromagnetic bonds.

Average No. of No. of
% edges w. Average Pricing pricing wrong
w(e)=-1 time [sec] time [sec] steps results
Crmax=3
10 16.91 (£0.70) 9.10 2.03 100
20 51.59 (£1.13) 18.30 1.11 93
30 56.87 (£1.57) 22.42 1.00 49
40 56.95 (£1.59) 24.01 1.00 36
50 58.72 (£1.69) 25.10 1.00 39
Crnax=4
10 15.60 (£0.35) 4.76 1.09 77
20 37.37 (£0.74) 17.99 1.00 6
30 49.93 (£0.67) 0.00 0.00 0
40 53.74 (£0.72) 0.00 0.00 0
50 54.02 (£0.76) 0.00 0.00 0
Crnax =3
10 13.04 (£0.30) 4.64 1.00 18
20 37.96 (£0.55) 0.00 0.00 0
30 52.41 (£0.93) 0.00 0.00 0
40 56.79 (£1.00) 0.00 0.00 0
50 59.30 (£1.01) 0.00 0.00 0
Crnax=0
10 13.11 (£0.21) 5.04 1.00 1
20 42.52 (£0.71) 0.00 0.00 0
30 59.05 (£1.30) 0.00 0.00 0
40 65.14 (£1.44) 0.00 0.00 0
50 62.26 (£1.16) 0.00 0.00 0
Crnax="7
10 14.06 (£0.23) 0.00 0.00 0
20 46.70 (£0.89) 0.00 0.00 0
30 66.18 (£1.65) 0.00 0.00 0
40 73.18 (£1.95) 0.00 0.00 0
50 69.69 (£1.52) 0.00 0.00 0
Crnax=98
10 15.01 (£0.29) 0.00 0.00 0
20 53.10 (£1.32) 0.00 0.00 0
30 74.54 (£2.15) 0.00 0.00 0
40 83.20 (%£2.32) 0.00 0.00 0
50 82.06 (£2.13) 0.00 0.00 0
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TABLE VI. Size of reduced graph é,ed when using Gaussian
distributed couplings compared to the achieved quality by the heu-
ristic variant of the Bieche et al. approach.

Cimax % lightest edges % wrong matching

L (*1 case)  (Gassian case) results time [sec]
50 5 8.0 12.5 0.11 (+£0.01)
6 12.0 2.0 0.18 (£0.01)
7 15.0 2.0 0.23 (%£0.01)
8 16.0 0.0 0.24 (%£0.01)
100 5 2.0 47.0 2.68 (+0.20)
6 3.0 2.0 7.13 (£0.50)
7 4.0 0.0 11.27 (+0.80)
8 5.0 0.0 23.20 (*1.60)
150 5 1.0 52.0 34.60 (*£2.21)
6 1.4 7.0 49.34 (£2.97)
7 1.9 0.0  66.70 (+4.00)
8 25 0.0 85.18 (+5.14)

vantageous to do the pricing steps, too, independent of the

size of the reduced graph G,.q. However, despite the fact that
pricing is very fast, the heuristic together with the verifica-
tion is still considerably slower than the method proposed
here based on Kasteleyn cities, cf. Table IV.

It is also interesting to assess the quality of the heuristic
for different distribution of the couplings, e.g., for Gaussian
distributed couplings. We study grid graphs G, with L
=50,100,150. The grid graph size L was limited due to the
fact that the generation of the graphs G takes a long time.
This is explainable as one is in the need of all-pair shortest
path calculations for the set of frustrated vertices on the dual
graph. The latter is a polynomially solvable problem, how-
ever, the computations can take long. In our tests, computing
the shortest paths usually takes much longer than computing
the ground states itself. In Table VI the running times for the
matching on the different reduced graphs can be seen.

As it is not clear beforehand how big the cutoff parameter
Ccmax Should be, we let ourselves be guided by the corre-
sponding values used in instances with bimodal distribution.
More specifically, for some value of ¢, (we used ¢=53)
we compute the average percentage of light edges from G

that are contained in the reduced graph G,ed in instances with
bimodal distribution. For L=50, we find that in *£1 distrib-
uted instances with p=0.5 on average the 8% lightest edges
are used (this percentage reduces to an average of 2% for
L=100 and to 1% for L=150).

For Gaussian distributed instances, we build the reduced
graphs with the same percentages of light edges, i.e., 8%
(2% or 1%) light edges for L=50 (L=100, L=150 respec-
tively.) Results are shown in Table VI. First of all, it turns out
that for small grid graphs many results are wrong. For L
=50, about 12.5% of the calculated instances do not find
correct ground states, and a higher cutoff value has to be
used. Considering larger grid graphs the situation looks simi-
lar. 47% (52%) instances computed the wrong ground state
for L=100 (L=150).

PHYSICAL REVIEW E 78, 056705 (2008)

For L=50, we have to go up to a percentage of 16%
lightest edges (corresponding to ¢, =8), for L=100 to 4%
(corresponding to ¢y, =~7) and for L=150 we have to take
into account the 2.5% lightest edges, corresponding to ¢«
=~ 3§, in order to ensure correctness of the results for our test
data. Again, when comparing the running times for 1507 lat-
tices, it is by roughly a factor of 25 faster to use the Kaste-
leyn city approach instead of a heuristic Bieche method [7].

As the performance of the matching routine scales with
the graph sizes, more specifically with the number of vertices
and edges, we study the reduced graphs with respect to these
two entities. Usually, the graphs for computing the matchings
are dense. This is especially true for small grid graphs (L
=50), where 16% of the light edges are needed. Increasing
the grid graphs leads to a considerable decrease of needed
light edges, and decreasing density. (The density of a graph
with n vertices is defined as the number of its edges divided
by the number of edges of the complete graph K,.) Never-
theless, in our experiments the grid graphs with L=100
(L=150) contain on average |V|=4901+5 (|V|=11103 = 38)
vertices. Taking 4% (2.5%) of all edges means in absolute
numbers 4.803(9) X 10° [1.541(2) X 10°, respectively] edges,
which are large and dense graphs. This has to be compared
with the graphs used within the Kasteleyn approach. Here we
have for L=100 (L=150) graphs with |V|=40804 (|V]|
=91204) and 8.120X 10* (1.818 X 10°) edges. In fact, the
graphs we deal with have more vertices but are considerably
sparser. The Blossom IV routine can compute matchings in
very large graphs, provided their density is low. This fact is
also reflected in the better running times for the Kasteleyn
approach presented in this section. Comparing with the situ-
ation for instances with bimodal distributed edge weights, we
see from Table V that a value c,,,=4 in the case of p=0.5
yields good results. For L=100 (L=150) we have |V|
=4901 =4 (|V|=11114=7) with |E|=1.58(7)x10° [|E|
=3.66(1) X 10°], which are about 1.3% (0.6%) edges of the
complete graph. Thus, the graphs with bimodal distribution
can be chosen sparser than in the Gaussian case (for ¢y,
=4). However, these graphs are usually denser than the
graphs used in the Kasteleyn approach.

VI. CONCLUSIONS

We presented a simple algorithm (Sec. IV A 6) based on
Kasteleyn cities. The algorithmic foundations of this method
date back to the work of Kasteleyn [10] from the 1960s in
which he computed the complete partition function for the
Ising model. Using this approach, we can compute exact
ground states for two-dimensional planar Ising spin-glass in-
stances. The method is easy to implement, fast, and has only
limited memory requirements. According to our knowledge,
the treatable system sizes are considerably bigger than the
ones computed earlier and are always provably exact. Tho-
mas and Middleton [12] used Kasteleyn cities for studying
extended ground states. Furthermore, they state that the
method can also be used for determining exact ground states
of planar graphs.

We evaluated different established exact methods and
compared them with respect to running time and memory
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requirements. It turned out that the approach presented here
is both considerably faster and needs less memory than the
methods proposed earlier. We showed how heuristically
computed ground states can be verified or corrected fast us-
ing mathematical optimization. However, the method based
on Kasteleyn cities still outperforms this approach. Finally,
we evaluated the solution quality of heuristic variants of the
Bieche et al. [7] approach.

In the future, we will make our program available in the
public domain via the Cologne Spin Glass server [37]

Algorithm 1

CALCULATE A GROUND STATE OF A K X L SPIN GLASS
Input: PLANAR GRID GRAPH Gy ;.

QOutput: SPIN CONFIGURATION S MINIMIZING THE
TOTAL ENERGY ‘H

1. CONSTRUCT AN APPROPRIATE DUAL GRAPH G

2. CALCULATE A MWPM M IN G

PHYSICAL REVIEW E 78, 056705 (2008)

3. USE M TO COMPUTE SPIN CONFIGURATION S AND
ENERGY H

4. return S AND H
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